Detached-Eddy Simulations of a Circular Cylinder Using a Low Diffusion E-CUSP and High-Order WENO Scheme
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Abstract

A detached-eddy simulation (DES) of a cylinder turbulent flow using a newly developed low diffusion E-CUSP (LDE) scheme with fifth-order WENO scheme is conducted. A conservative fourth-order accuracy finite central differencing scheme is used for the viscous terms. The computed results for the baseline grid agree well with the experiment. The solution sensitivity to spanwise length is investigated. The mesh refinement is performed. The results show that the mesh refinement has a significant effect on the DES simulation.

1 Introduction

To resolve the aerodynamic non-linearity such as shock wave/turbulent boundary layer interaction and flow separation, the turbulence simulation is critical. The widely used methods for predictions of turbulent flow are based on Reynolds averaged Navier-Stokes equations (RANS). However, RANS models are not able to simulate the flow separation correctly. RANS methods intend to calculate the large scale eddies using a universal model. Large scale turbulence is affected by the flow geometry and boundary conditions and a universal model does not exist.

Large Eddy Simulation (LES) is promising to overcome the disadvantages of the RANS model. In LES, the governing equations are spatially filtered on the scale of the numerical grid. The large energy containing scales are directly simulated, and the small scale eddies, which are generally more homogeneous and universal, are modeled. The large eddies are strongly affected by the flow field geometry boundaries. Therefore the direct computation of the large eddies by LES is more accurate than the modeling of the large eddies by RANS. The effect of the unresolved small scales of motion is modeled by a subgrid-scale (SGS) model [1][2][3][4][5] or by the inherent dissipation in the numerical schemes[6][7]. Because the statistics of the small scale turbulence are more isotropic and universal, a general physical model for small scale eddies is more plausible.
However, for high Reynolds number flows such as those of transonic wings and turbo-machinery blades, to resolve the wall boundary layer, LES needs the CPU resource not much less than the Direct Numerical Simulation (DNS). This makes the LES too expensive for high Reynolds flow calculations. For engineering applications, it is not hopeful for LES to be rigorously used until in another 4 decades [8]. To overcome the intensive CPU requirement for LES, Spalart et al. developed the so called detached-eddy simulation (DES) strategy [8], which is a hybrid RANS and LES method. Near the solid surface within the wall boundary layer, the unsteady RANS model is realized. Away from the wall surface, the model automatically converts to LES. By using the RANS model near the wall, the mesh size as well as the CPU time can be tremendously reduced. The motivation of DES is that the LES is powerful in regions of massive separation and other free shear flows such as jets, but much too costly in the large area of thin wall boundary layers.

Spalart gave a grid guidance for DES in 2001 [9, 10], which divides a flow domain with solid walls to Euler region, RANS region, and LES region. In the RANS region, the domain is further divided to Viscous region and Outer region. The LES region is composed of Viscous, Focus and Departure region. Spalart’s DES grid guidance give sufficient grid resolution for LES region and the transition to Euler region and from RANS region. The grid size is dramatically reduced compared to the pure LES.

Even though DES concept is much newer than RANS and LES concept, its application for turbulence simulation has already achieved encouraging success as shown in the work of Tarvin et al. (1999) [11], Spalart (2001) [9, 10], Forsythe et al. (2002) [12], Viswanathan et al. [13], Squires et al. [14, 15], Hsnesen, et al. (2003) [16], Subbareddy et al. (2005) [17]. These flows calculated using DES include those for airfoils, cylinders, forbodies, base flows, etc. The results are qualitatively and quantitatively better than the solutions using RANS. DES appears to be a suitable compromise between the physical models of turbulence and CPU efficiency. In those DES applications, almost all the algorithms use 2nd order accuracy except that of Tarvin et al. (1999) [11], which employs fifth order upwind scheme for the inviscid convective terms in space.

The purpose of this paper is to develop a high order methodology of DES with shock capturing capability. A recently developed low diffusion E-CUSP scheme [18] with fifth-order WENO scheme [19, 20] is employed for the inviscid fluxes. A conservative fourth-order accuracy finite central differencing scheme is used for the viscous terms [20]. The DES strategy of Spalart [9, 10] based on Spalart-Allmaras one equation turbulence model is adopted.

## 2 Governing Equations

The governing equations for the flow field computation are the spatially filtered 3D general Navier-Stokes equations in generalized coordinates and can be expressed as the following:

\[
\frac{\partial \mathbf{Q}' \mathbf{Q}'}{\partial t} + \frac{\partial \mathbf{E}' \mathbf{Q}'}{\partial \xi} + \frac{\partial \mathbf{F}' \mathbf{Q}'}{\partial \eta} + \frac{\partial \mathbf{G}' \mathbf{Q}'}{\partial \zeta} = \frac{1}{Re} \left( \frac{\partial \mathbf{E}_v \mathbf{Q}'}{\partial \xi} + \frac{\partial \mathbf{F}_v \mathbf{Q}'}{\partial \eta} + \frac{\partial \mathbf{G}_v \mathbf{Q}'}{\partial \zeta} \right)
\]

where \(Re\) is the Reynolds number, and

\[
\mathbf{Q}' = \frac{\mathbf{Q}}{J}
\]
\[
E' = \frac{1}{J} (\xi_t Q + \xi_z E + \xi_y F + \xi_z G) \\
F' = \frac{1}{J} (\eta_t Q + \eta_z E + \eta_y F + \eta_z G) \\
G' = \frac{1}{J} (\zeta_t Q + \zeta_y E + \zeta_y F + \zeta_z G) \\
E'_v = \frac{1}{J} (\xi_v E_v + \xi_y F_v + \xi_z G_v) \\
F'_v = \frac{1}{J} (\eta_v E_v + \eta_y F_v + \eta_z G_v) \\
G'_v = \frac{1}{J} (\zeta_v E_v + \zeta_y F_v + \zeta_z G_v)
\]

where \( J \) is the transformation Jacobian. The variable vector \( Q \), and inviscid flux vectors \( E, F, \) and \( G \) are given as the following.

\[
Q = \begin{pmatrix}
\hat{\rho} \\
\hat{\rho} \hat{u} \\
\hat{\rho} \hat{v} \\
\hat{\rho} \hat{w} \\
\rho \end{pmatrix}, \quad E = \begin{pmatrix}
\hat{\rho} \hat{u} \\
\hat{\rho} \hat{u}^2 + \hat{p} \\
\hat{\rho} \hat{u} \hat{v} \\
\hat{\rho} \hat{u} \hat{w} \\
(\hat{p} \hat{e} + \hat{\rho}) \hat{u} \\
\end{pmatrix}, \quad F = \begin{pmatrix}
\hat{\rho} \hat{v} \\
\hat{\rho} \hat{u} \hat{v} \\
\hat{\rho} \hat{u} \hat{v} \\
\hat{\rho} \hat{v} \hat{w} \\
(\hat{p} \hat{e} + \hat{\rho}) \hat{v} \\
\end{pmatrix}, \quad G = \begin{pmatrix}
\hat{\rho} \hat{w} \\
\hat{\rho} \hat{u} \hat{w} \\
\hat{\rho} \hat{v} \hat{w} \\
\hat{\rho} \hat{w} \hat{w} \\
\hat{\rho} \hat{w} (\hat{p} \hat{e} + \hat{\rho}) \hat{w} \\
\end{pmatrix}
\]

The inviscid fluxes in generalized coordinate system are expressed as:

\[
E' = \begin{pmatrix}
\rho U \\
\rho \hat{u} U + l_x \hat{p} \\
\rho \hat{v} U + l_y \hat{p} \\
\rho \hat{w} U + l_z \hat{p} \\
(\hat{p} \hat{e} + \hat{\rho}) U - l_t \hat{p} \\
\end{pmatrix}, \quad F' = \begin{pmatrix}
\rho V \\
\rho \hat{u} V + m_x \hat{p} \\
\rho \hat{v} V + m_y \hat{p} \\
\rho \hat{w} V + m_z \hat{p} \\
(\hat{p} \hat{e} + \hat{\rho}) V - m_t \hat{p} \\
\end{pmatrix}, \quad G' = \begin{pmatrix}
\rho W \\
\rho \hat{u} W + n_x \hat{p} \\
\rho \hat{v} W + n_y \hat{p} \\
\rho \hat{w} W + n_z \hat{p} \\
(\hat{p} \hat{e} + \hat{\rho}) W - n_t \hat{p} \\
\end{pmatrix}
\]

where \( U, V \) and \( W \) are the contravariant velocities in \( \xi, \eta \) and \( \zeta \) directions.

\[
\begin{align*}
U &= l_t + \mathbf{1} \cdot \mathbf{V} = l_x + l_x \hat{u} + l_y \hat{v} + l_z \hat{w} \\
V &= m_t + \mathbf{m} \cdot \mathbf{V} = m_t + m_x \hat{u} + m_y \hat{v} + m_z \hat{w}, \\
W &= n_t + \mathbf{n} \cdot \mathbf{V} = n_t + n_x \hat{u} + n_y \hat{v} + n_z \hat{w} \\
\end{align*}
\]

\( \mathbf{l}, \mathbf{m}, \mathbf{n} \) are the normal vectors on \( \xi, \eta, \zeta \) surfaces with their magnitudes equal to the elemental surface area and pointing to the directions of increasing \( \xi, \eta, \zeta \).

\[
l_t = \frac{\nabla \xi}{J}, \quad \mathbf{m} = \frac{\nabla \eta}{J}, \quad \mathbf{n} = \frac{\nabla \zeta}{J}
\]

\[
l_t = \frac{\xi_t}{J}, \quad m_t = \frac{\eta_t}{J}, \quad n_t = \frac{\zeta_t}{J}
\]
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\[
\mathbf{E}_v = \begin{pmatrix} 0 \\ \tilde{\tau}_{xx} + \sigma_{xx} \\ \tilde{\tau}_{xy} + \sigma_{xy} \\ \tilde{\tau}_{xz} + \sigma_{xz} \\ Q_x \end{pmatrix}, \quad \mathbf{F}_v = \begin{pmatrix} 0 \\ \tilde{\tau}_{yx} + \sigma_{yx} \\ \tilde{\tau}_{yy} + \sigma_{yy} \\ \tilde{\tau}_{yz} + \sigma_{yz} \\ Q_y \end{pmatrix}, \quad \mathbf{G}_v = \begin{pmatrix} 0 \\ \tilde{\tau}_{zx} + \sigma_{zx} \\ \tilde{\tau}_{zy} + \sigma_{zy} \\ \tilde{\tau}_{zz} + \sigma_{zz} \\ Q_z \end{pmatrix},
\]

In above equations, \( \rho \) is the density, \( u, v, w \) are the Cartesian velocity components in \( x, y, z \) directions, \( p \) is the static pressure, and \( e \) is the total energy per unit mass. The overbar denotes a regular filtered variable, and the tilde is used to denote the Favre filtered variable. calculated on the baseline grid The \( \tilde{\tau} \) is the molecular viscous stress tensor and is estimated as:

\[
\tilde{\tau}_{ij} = \frac{2}{3} \tilde{\mu} \left( \frac{\partial \tilde{u}_k}{\partial x_k} \delta_{ij} + \mu \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right) \right), \quad i, j = 1, 2, 3 \tag{12}
\]

The above equation is in the tensor form, where the subscript \( 1, 2, 3 \) represent the coordinates, \( x, y, z \) and the Einstein summation convention is used.

The molecular viscosity \( \tilde{\mu} = \tilde{\mu}(\tilde{T}) \) is determined by Sutherland law.

The stress \( \sigma \) is the subgrid scale stress tensor due to the filtering process and is expressed as:

\[
\sigma_{ij} = -\tilde{\rho}(\tilde{u}_i \tilde{u}_j - \tilde{\bar{u}}_i \tilde{\bar{u}}_j) \tag{13}
\]

where \( \Phi \) is the subscale heat flux:

\[
\Phi_i = -C_p \tilde{\rho} \left( \tilde{\bar{u}}_i \tilde{T} - \tilde{\bar{u}}_i \tilde{T} \right) \tag{15}
\]

The \( \tilde{\bar{q}}_i \) is the molecular heat flux:

\[
\tilde{\bar{q}}_i = -\frac{C_p \tilde{\mu}}{Pr} \frac{\partial \tilde{T}}{\partial x_i} \tag{16}
\]

\[
\tilde{\rho} \tilde{e} = \frac{\tilde{p}}{(\gamma - 1)} + \frac{1}{2} \tilde{\rho}(\tilde{u}^2 + \tilde{v}^2 + \tilde{w}^2) + \rho k \tag{17}
\]

where \( \gamma \) is the ratio of specific heats, \( \rho k \) is the subscale kinetic energy per unit volume.

\[
\rho k = \frac{1}{2} \tilde{\rho}(\tilde{u}_i \tilde{u}_i - \tilde{\bar{u}}_i \tilde{\bar{u}}_i) = -\frac{1}{2} \sigma_{ii} \tag{18}
\]

In the present calculation, the \( \rho k \) in Eq.(17) is omitted based on the assumption that the effect is small.
3 Detached-Eddy Simulation

Even though above Navier-Stokes equations are given for LES, the closure of the equations will be based on the DES model suggested by Spalart et al. [8] as the following.

\[ \sigma_{ij} = \mu_{DES} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} - \frac{2}{3} \frac{\partial \tilde{u}_k}{\partial x_k} \delta_{ij} \right) - \frac{2}{3} \rho k \delta_{ij} \quad i, j = 1, 2, 3 \] (19)

The turbulent heat flux will be evaluated as:

\[ \Phi_i = C_p \frac{\mu_{DES}}{Pr_t} \frac{\partial \tilde{T}}{\partial x_i} \] (20)

Where

\[ \mu_{DES} = \rho \nu_t = \rho \tilde{v} f_{v1} \] (21)

\( \tilde{v} \) is a working variable and is determined by the following Spalart-Allmaras model[21][8][13][22]:

\[ \frac{D \tilde{v}}{Dt} = c_{b1} \tilde{S} \tilde{v} (1 - f_{f2}) - [c_{w1} f_w - \frac{c_{b1}}{k^2} f_{f2}] \left( \tilde{v} \right)^2 + \frac{1}{\sigma} [\nabla \cdot ((\nu + \tilde{v}) \nabla \tilde{v})] + c_{b2} (\nabla \tilde{v})^2 + f_{f1} (\Delta q)^2 \] (22)

In generalized coordinate system, the conservative form of Eq.(22) is given as the following:

\[ \frac{\partial}{\partial \xi} \left( \rho \tilde{v} \right) + \frac{\partial}{\partial \eta} \left( \rho \tilde{v} u \right) + \frac{\partial}{\partial \zeta} \left( \rho \tilde{v} v \right) = \frac{1}{Re} \left( \frac{\partial}{\partial \xi} \left( \nu + \tilde{v} \right) \left( \mathbf{1} \cdot \nabla \tilde{v} \right) \right) \\
+ \frac{\partial}{\partial \eta} \left( \nu + \tilde{v} \right) \left( \mathbf{m} \cdot \nabla \tilde{v} \right) + \frac{\partial}{\partial \zeta} \left( \nu + \tilde{v} \right) \left( \mathbf{n} \cdot \nabla \tilde{v} \right) + \frac{1}{J} S_v \] (23)

where

\[ S_v = \rho C_{b1} (1 - f_{f2}) \tilde{S} \tilde{v} + \frac{1}{Re} \left[ -\rho \left( C_{w1} f_w - \frac{c_{b1}}{k^2} f_{f2} \right) \left( \frac{\tilde{v}}{d} \right)^2 \right] + \frac{\nu}{\sigma} (\nu + \tilde{v}) \nabla \tilde{v} \cdot \nabla \rho + Re \left[ \rho f_{f1} (\Delta q)^2 \right] \] (24)

Eq.(23) is coupled with Eq.(1) when it is solved.

The eddy viscosity \( \nu_t \) is obtained from:

\[ \nu_t = \tilde{v} f_{v1} \quad f_{v1} = \frac{\chi^3}{\chi^3 + \epsilon_{\nu1}^3} \quad \chi = \frac{\tilde{v}}{\nu} \] (25)

where \( \nu \) is the molecular viscosity. The production term is:

\[ \tilde{S} = S + \frac{\tilde{v}}{k^2 d^2} f_{v2}, \quad f_{v2} = 1 - \frac{\chi}{1 + \chi f_{v1}} \] (26)
where $S$ is the magnitude of the vorticity. The function $f_w$ is given by

$$f_w = g \left( \frac{1 + c_{w3}^6}{g^6 + c_{w3}^6} \right)^{1/6}, \quad g = r + c_{w2}(r^6 - r), \quad r = \frac{\nu}{Sk^2d^2}$$  \hspace{1cm} (27)$$

The function $f_{t2}$ is given by

$$f_{t2} = C_{t3} \exp \left( -C_{t4} \chi^2 \right)$$  \hspace{1cm} (28)$$

and the trip function $f_{t1}$ is

$$f_{t1} = C_{t1} g_t \exp \left[ -C_{t2} \frac{\omega_t^2}{\Delta U^2} \left( d^2 + g_t^2 d_t^2 \right) \right], \quad g_t = \min \left( 0.1, \frac{\Delta q}{\omega_t \Delta x_t} \right)$$  \hspace{1cm} (29)$$

where, $\omega_t$ is the wall vorticity at the wall boundary layer trip location, $d$ is the distance to the closest wall. $d_t$ is the distance of the field point to the trip location, $\Delta q$ is the difference of the velocities between the field point and the trip location, $\Delta x_t$ is the grid spacing along the wall at the trip location.

The values of the coefficients are: $c_{b1} = 0.1355$, $c_{b2} = 0.622$, $\sigma = \frac{2}{5}$, $c_{w1} = \frac{c_{w2}}{k^2} + (1 + c_{b2})/\sigma$, $c_{w2} = 0.3$, $c_{w3} = 2$, $k = 0.41$, $c_{v1} = 7.1$, $c_{t1} = 1.0$, $c_{t2} = 2.0$, $c_{t3} = 1.1$, $c_{t4} = 2.0$.

In DES, $c_{t1} = 0$, $c_{t3} = 0$. The distance to the nearest wall, $d$, is replaced by $\tilde{d}$ as

$$\tilde{d} = \min(d, C_{DES} \Delta)$$  \hspace{1cm} (30)$$

where $\Delta$ is the largest spacing of the grid cell in all the directions.

Within the boundary layer close to walls, $\tilde{d} = d$, hence the turbulence is simulated by the RANS mode determined by the Spalart-Allmaras model[21]. Away from the boundary layer, $\tilde{d} = C_{DES} \Delta$ is most of the cases. When the production and destruction terms of the model are balanced, the length scale $\tilde{d}$ will have a Smagorinsky-like eddy viscosity and the turbulence is simulated by the LES model. Analogous to the classical LES theory, the length scale $\Delta$ is to cascade the energy to the grid size. The coefficient $C_{DES} = 0.65$ is used as set in the homogeneous turbulence[23]. The $Pr_t$ may take the value of 0.9 within the boundary layer for RANS mode and 0.5 for LES mode away from the wall surface. Eq.(22) will be extended to generalized coordinates and will be coupled and solved together with the filtered Navier-Stokes equations, Eq.(1).

For simplicity, all the overbar and tilde in above equations will be dropped in the rest of this paper.

4 The Numerical Method

4.1 The Low Diffusion E-CUSP (LDE) Scheme[18]

The basic idea of the LDE scheme is to split the inviscid flux into the convective flux $E^c$ and the pressure flux $E^p$. With the one extra equation from the S-A model for DES, the splitting is basically the same as the original scheme for the Euler equation and is straightforward. This is an advantage over the Roe scheme, for which the eigenvectors need to be derived when any extra equation is added.
to the governing equations.

In generalized coordinate system, the flux $E$ can be split as the following:

$$
E' = E^c + E^p = \begin{pmatrix}
\rho U \\
\rho u U \\
\rho v U \\
\rho w U \\
\rho e U \\
\rho \tilde{v} U
\end{pmatrix} + \begin{pmatrix}
0 \\
l_x p \\
l_y p \\
l_z p \\
p \tilde{U} \\
0
\end{pmatrix}
$$

(31)

where, $U$ is the contravariant velocity in $\xi$ direction and is defined as the following:

$$
U = l_t + l_x u + l_y v + l_z w
$$

(32)

$\bar{U}$ is defined as:

$$
\bar{U} = l_x u + l_y v + l_z w
$$

(33)

The convective term, $E^c$ is evaluated by

$$
E^c = \rho U \begin{pmatrix}
1 \\
u \\
v \\
w \\
e \\
\tilde{v}
\end{pmatrix} = \rho U f^c, \quad f^c = \begin{pmatrix}
1 \\
u \\
v \\
w \\
e \\
\tilde{v}
\end{pmatrix}
$$

(34)

let

$$
C = c \left(l_x^2 + l_y^2 + l_z^2\right)^{\frac{1}{2}}
$$

(35)

where $c = \sqrt{\gamma RT}$ is the speed of sound. Then the convective flux at interface $i + \frac{1}{2}$ is evaluated as:

$$
E_{i+\frac{1}{2}}^c = C_{1} \left[ \rho_L C^+ f^c_{L} + \rho_R C^- f^c_{R} \right]
$$

(36)

where, the subscripts $L$ and $R$ represent the left and right hand sides of the interface.
\[
C_{1} = \frac{1}{2} (C_L + C_R), \quad C^+ = \alpha_L^+ (1 + \beta_L) M_L - \beta_L M_L^+ - M_{1}^+
\]
\[
C^- = \alpha_R^- (1 + \beta_R) M_R - \beta_R M_R^- + M_{1}^-
\]
\[
M_L = \frac{U_L}{C_{1}}, \quad M_R = \frac{U_R}{C_{1}}
\]
\[
\alpha_{L,R} = \frac{1}{2} \left[ 1 \pm \text{sign} \left(M_{L,R}\right) \right]
\]
\[
\beta_{L,R} = -\max \left[0, 1 - \text{int} \left(|M_{L,R}|\right)\right]
\]
\[
M_{1}^+ = M_{1} \frac{C_R + C_L \Phi}{C_R + C_L}, \quad M_{1}^- = M_{1} \frac{C_L + C_R \Phi^{-1}}{C_R + C_L}, \quad \Phi = \frac{(\rho C^2)^g}{(\rho C^2)_L}
\]
\[
M_{L,R}^\pm = \pm \frac{1}{4} (M_{L,R} \pm 1)^2
\]
\[
\delta^\pm = \frac{1}{2} \left\{ 1 \pm \text{sign} \left[ \frac{1}{2} (M_L + M_R) \right] \right\}
\]

The pressure flux, \( E^p \) is evaluated as the following
\[
E^p_{i+\frac{1}{2}} = \begin{pmatrix}
0 \\
\mathcal{P}^{+} p l_x \\
\mathcal{P}^{+} p l_y \\
\mathcal{P}^{+} p l_z \\
\frac{1}{2} p \left[ \overline{U} + \overline{C}_{1} \right]
\end{pmatrix}_L
+ \begin{pmatrix}
0 \\
\mathcal{P}^{-} p l_x \\
\mathcal{P}^{-} p l_y \\
\mathcal{P}^{-} p l_z \\
\frac{1}{2} p \left[ \overline{U} - \overline{C}_{1} \right]
\end{pmatrix}_R
\]

(37)

The contravariant speed of sound \( \overline{C} \) in the pressure vector is consistent with \( \overline{U} \). It is computed based on \( C \) as the following,

\[
\overline{C} = C - l_t
\]

(38)

The use of \( \overline{U} \) and \( \overline{C} \) instead of \( U \) and \( C \) in the pressure vector to take into account of the grid speed so that the flux will transit from subsonic to supersonic smoothly. When the grid is stationary, \( l_t = 0, \overline{C} = C, \overline{U} = U \).

The pressure splitting coefficient is:

\[
\mathcal{P}_{L,R}^\pm = \frac{1}{4} (M_{L,R} \pm 1)^2 (2 \mp M_L)
\]

(39)

The LDE scheme can capture shock and contact surface discontinuities as accurately as the Roe scheme. However, it is simpler and more CPU efficient than the Roe scheme due to no matrix operation.
4.2 The Fifth-Order WENO Scheme

The interface flux, \( E_{i+\frac{1}{2}} = E(Q_L, Q_R) \), is evaluated by determining the conservative variables \( Q_L \) and \( Q_R \) using fifth-order WENO scheme[20]. For example,

\[
(Q_L)_{i+\frac{1}{2}} = \omega_0 q_0 + \omega_1 q_1 + \omega_2 q_2
\]  

where

\[
q_0 = \frac{1}{3} Q_{i-2} - \frac{7}{6} Q_{i-1} + \frac{11}{6} Q_i
\]
\[
q_1 = -\frac{1}{6} Q_{i-1} + \frac{5}{6} Q_i + \frac{1}{3} Q_{i+1}
\]
\[
q_2 = \frac{1}{3} Q_i + \frac{5}{6} Q_{i+1} - \frac{1}{6} Q_{i+2}
\]

\[
\omega_k = \frac{\alpha_k}{\alpha_0 + \ldots + \alpha_{r-1}}
\]  

\[
\alpha_k = \frac{C_k}{\epsilon + IS_k}, \quad k = 0, \ldots, r-1
\]
\[
C_0 = 0.1, \quad C_1 = 0.6, \quad C_2 = 0.3
\]
\[
IS_0 = \frac{13}{12} (Q_{i-2} - 2Q_{i-1} + Q_i)^2 + \frac{1}{4} (Q_{i-2} - 4Q_{i-1} + 3Q_i)^2
\]
\[
IS_1 = \frac{13}{12} (Q_{i-1} - 2Q_i + Q_{i+1})^2 + \frac{1}{4} (Q_{i-1} - 4Q_i + 3Q_{i+1})^2
\]
\[
IS_2 = \frac{13}{12} (Q_{i} - 2Q_{i+1} + Q_{i+2})^2 + \frac{1}{4} (Q_{i} - 4Q_{i+1} + 3Q_{i+2})^2
\]  

where, \( \epsilon \) is originally introduced to avoid the denominator becoming zero and is supposed to be a very small number. In [20], it is observed that \( IS_k \) will oscillate if \( \epsilon \) is small and also shift the weights away from the optimum values in the smooth region. The higher the \( \epsilon \) values, the closer the weights approach the optimum weights, \( C_k \), which will give the symmetric evaluation of the interface flux with minimum numerical dissipation. When there are shocks in the flow field, \( \epsilon \) can not be too large to maintain the sensitivity to shocks. In [20], \( \epsilon = 10^{-2} \) is recommended for the transonic flow with shock waves. In this paper, since there is no shock in the flow, the \( \epsilon = 0.3 \) is used.

The viscous terms are discretized by a conservative fourth-order accurate finite central differencing scheme developed by Shen et al[20].
4.3 Implicit Time Integration

The time dependent governing equations are solved using dual time stepping method suggested by Jameson[24]. To achieve high convergence rate, the implicit pseudo time marching scheme is used with the unfactored Gauss-Seidel line relaxation. The physical temporal term is discretized implicitly using a three point, backward differencing as the following (The prime is omitted hereafter for simplicity):

$$\frac{\partial Q}{\partial t} = \frac{3Q^{n+1} - 4Q^n + Q^{n-1}}{2\Delta t}$$  \hspace{1cm} (44)

where \(n-1, n\) and \(n+1\) are three sequential time levels, which have a time interval of \(\Delta t\). The first-order Euler scheme is used to discretize the pseudo temporal term. The semi-discretized equations of the governing equations are finally given as the following:

$$\left[\left(\frac{1}{\Delta \tau} + \frac{1.5}{\Delta t}\right) I - \left(\frac{\partial R}{\partial Q}\right)_{n+1,m}^{n+1,m} \right] \delta Q^{n+1,m+1} = R^{n+1,m} - \frac{3Q^{n+1,m} - 4Q^n + Q^{n-1}}{2\Delta t}$$ \hspace{1cm} (45)

where the \(\Delta \tau\) is the pseudo time step, \(R\) is the net flux evaluated on a grid point using the fifth-order WENO scheme and the fourth-order central differencing scheme[20].

5 Results and Discussion

In this study, the flow around a cylinder at a Reynolds number 3900 is calculated using DES. The Mach number is 0.2. The spanwise length is \(\pi D\), where \(D\) is the cylinder diameter. The dimensions of the baseline grid are \((121 \times 81 \times 33)\) (see Fig. 1 and Fig. 2). The computation is conducted on an MPI based computer cluster composed of 200 Intel Xeon 5150 processors with the floating calculation speed of 2.66Ghz.

A non-dimensional time step of 0.01 was used for the cases. The non-dimensional time is defined as \(\bar{t} = \frac{t}{\frac{D}{U_\infty}}\). The computation begins with a uniform flow field. All the results are time-averaged from \(\bar{t} = 100\) to 300.

Fig. 3 shows the mean pressure coefficients on the cylinder surface. For \(Re = 3900\), only the coefficient of back pressure \((C_p\at \theta = 180^\circ)\) is available. The computed mean pressure coefficient agrees very well with the experiment at \(0 \leq \theta \leq 60^\circ\). The present result using baseline grid is better than the LES result of Kasliwal et al[25] in this region. In the region of \(\theta = 60^\circ \sim 180^\circ\), the computed pressure lies among the experimental results.

Fig. 4 is the averaged mean streamwise velocity on the centerline in the wake of the cylinder. The present result agrees better with the experiment[26] than those of LES [27, 25] conducted by Kravchenko-Moin and Kasliwal et al.

Fig. 5 through Fig. 7 show the Reynolds stress components located at \(x/D = 1.54\) plane. The computed streamwise Reynolds stress \((\overline{u'\overline{u'}})\) is quite symmetric about the center line, whereas the experiment[28] has asymmetric profile. The computed \((\overline{u'\overline{u'}})\) agrees well with the experiment except it does not reach the asymmetric high peak.

The computed shear Reynolds stress component \((\overline{u'v'})\) in Fig. 6 under-predicts the amplitude of
the peaks measured in the experiment. Fig. 7 also shows that the peak of the lateral Reynolds stress \((\bar{v} \bar{v}')\) is under predicted. However, all the present results are significantly better than the LES results of Rizzetta et al\cite{29} which use 6-order compact scheme with mesh dimensions of 199 \times 197 \times 53 as shown from Fig. 5~7.

Fig. 8 and Fig. 9 plot the averaged mean streamwise velocity and mean crossflow velocity at three streamwise locations, \(x/D = 1.06\), \(x/D = 1.54\) and \(x/D = 2.02\). The present results agree well with the computed results of Kravchenko-Moin\cite{27} and Kasliwal et al\cite{25}.

To investigate the solution sensitivity to spanwise length, the cylinder with spanwise length doubled to \(2\pi D\) is calculated. The grid density is the same as the baseline grid. Fig. 10 through Fig. 14 indicate that the spanwise length has only a small effect on the computed results. The computed surface pressure is nearly identical to the baseline results. For the \(2\pi D\) spanwise length, the computation gives slightly lower minimum mean streamwise velocity in the wake region. There is also little difference for the Reynolds stress component predicted with \(2\pi D\) spanwise length.

The mesh refinement is also performed in this study. The dimensions of the baseline grid are increased by 1.5 times to \((181 \times 121 \times 49)\). The grid is divided into 12 blocks for parallel computation. The mesh refinement has a significant effect on the computed results. The clear difference between the refined and baseline mesh is that the refined mesh has larger vortex shedding area. Fig. 15 and Fig. 16 show the contours of the averaged mean vorticity magnitude of the baseline grid and refined grid respectively. Both display the symmetry of the mean flow field after a long time average. The refined grid predicts a larger recirculation zone behind the cylinder. Fig. 10 shows that the mean pressure distribution is raised up in the region \(\theta = 60^\circ \sim 180^\circ\) and matches closer with the experiment of Reynolds number 3000. The streamwise velocity distribution is shifted away from the measurement value as shown in Fig. 11. The computed shear Reynolds stress components are sharply reduced and are closer to the LES results of Rizzetta et al.

Fig. 17 shows the contours of the instantaneous vorticity magnitude at \(\bar{t} = 300\). The refined mesh catches more small scale vortex structures. Fig. 18 shows a 3D instantaneous vorticity magnitude of the \(2\pi D\) cylinder at \(\bar{t} = 300\). It indicates that DES resolves some small vortex structures.

6 Conclusions

A DES methodology is developed with low diffusion E-CUSP scheme \cite{18} and fifth-order WENO scheme. A fully conservative fourth-order central differencing scheme is used for the viscous terms. For the baseline grid of \(121 \times 81 \times 33\) with \(\pi D\) spanwise length, the computed surface pressure and velocity in the wake region agree well with the experiment. The computed Reynolds stress are also in good agreement with the experiment except that the peak values are some what under predicted. To minimize the numerical dissipation, the \(\epsilon\) value of 0.3 in the WENO scheme is used.

The study indicates that the spanwise length of \(\pi D\) is sufficient. Doubling the spanwise length yields little difference of the results. The computation of mesh refinement indicates that DES is significantly affected by grid size. The clear difference is that the vortex shedding region is increased when the mesh is refined. The increased recirculation zone hence changes the mean values of the flow field.
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Figure 1: The computational grid of cylinder

Figure 2: Close-up view of the computational grid
Figure 3: Mean pressure coefficient variation on the surface of the cylinder

Figure 4: Streamwise velocity in the wake at y/D=0

Figure 5: Streamwise Reynolds stress at x/D=1.54

Figure 6: Shear Reynolds stress at x/D=1.54
Figure 7: Lateral Reynolds stress at \( x/D=1.54 \)

Figure 8: Mean streamwise velocity profiles in the wake

Figure 9: Mean crossflow velocity profiles in the wake
Figure 10: Mean pressure coefficient variation on the surface of the cylinder

Figure 11: Streamwise velocity in the wake at $y/D=0$

Figure 12: Streamwise Reynolds stress at $x/D=1.54$

Figure 13: Shear Reynolds stress at $x/D=1.54$
Figure 14: Lateral Reynolds stress at x/D=1.54

Figure 15: Contours of mean vorticity calculated on the baseline grid
Figure 16: Contours of mean vorticity calculated on the refined grid

Figure 17: Contours of instantaneous vorticity at $t=300T$
Figure 18: Contours of instantaneous vorticity at $t=300T$